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Abstract. We show that there always exists an inscribed square in a Jordan curve given as the
union of two graphs of functions of Lipschitz constant less than 1 +

√
2. We are motivated by Tao’s

result that there exists such a square in the case of Lipschitz constant less than 1. In the case of

Lipschitz constant 1, we show that the Jordan curve inscribes rectangles of every similarity class.
Our approach involves analysing the change in the spectral invariants of the Jordan Floer homology

under perturbations of the Jordan curve.

1. Introduction.

A Jordan curve γ ⊂ C is said to inscribe a quadrilateral Q if γ contains four points forming the
vertex set of such a Q. Similarly Q is said to inscribe in γ. The Square Peg Problem due to Toeplitz
posits that every Jordan curve inscribes a square [12]. This conjecture remains unsolved.

In 2017, Tao proved a result partly responsible for reviving current interest in the Square Peg
Problem and its relatives. Suppose that f, g : [0, 1] → R are two functions satisfying f(0) = g(0),
f(1) = g(1), and f(t) > g(t) for all 0 < t < 1. Then the union of the graphs of f and g forms a Jordan
curve γ(f, g).

Theorem (Tao [11]). If f and g as above are both Lipschitz continuous of Lipschitz constant less than
1, then γ(f, g) inscribes a square.

In this paper we improve on this result. A θ-rectangle is a rectangle whose diagonals meet at angle θ.

Theorem A. If 0 < θ ≤ π/2, and f and g are of Lipschitz constant less than tan( θ+π4 ), then γ(f, g)
inscribes a θ-rectangle.

As tan( ·+π4 ) : [0, π/2] −→ [1, 1+
√

2] is an increasing function, we obtain the following pair of corollaries:

Corollary B. If f and g are of Lipschitz constant less than 1 +
√

2, then γ(f, g) inscribes a square.

Corollary C. If f and g are of Lipschitz constant 1, then γ(f, g) inscribes a θ-rectangle, ∀θ ∈ (0, π/2].

Theorem A follows from properties of the Jordan Floer homology JF(γ, θ) of a smooth Jordan curve
γ and angle 0 < θ < π. For a generic pair (γ, θ), it is the homology of a complex generated over F2

by the set G of inscriptions of a θ-rectangle in γ. In earlier work, we defined this invariant in the case
of a real analytic Jordan curve γ, establishing its basic properties and extracting some consequences
for inscription problems [6]. The main work in this paper is to extend the definition to a smooth
Jordan curve and to establish some new properties for its associated spectral invariants, leading to
Theorem A as an application. The remainder of the introduction summarizes the approach and the
new ingredients.
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Prior to [6], we had proven that every smooth Jordan curve inscribes a θ-rectangle for all 0 < θ ≤ π/2
[7]. The principal difficulty in extending this result to a weaker regularity class of curves is that of
shrink-out. If γn → γ is a sequence of smooth Jordan curves converging to a non-smooth limit, then
by passing to a subsequence, one finds a convergent sequence of inscribed θ-rectangles Qn ⊂ γn with
limit Qn → Q ⊂ γ. In good cases, one concludes that Q is a θ-rectangle. The problem that might arise
is that the limit Q could degenerate to a single point of γ. In this work and in our previous work [6],
we use spectral invariants in Jordan Floer homology in order to preclude shrink-out.

Jordan Floer homology is a version of Lagrangian Floer homology. From this point of view, the
generating set G is the set of transverse intersection points between a pair of Lagrangian tori in C2

associated with a generic pair (γ, θ). Floer homology furnishes a real-valued grading on the generators
called the action A : G −→ R, andA(g) has something to do with the size of the corresponding rectangle
Qg ⊂ γ. In particular, if 0 < A(g) < Area(γ) (the area enclosed by γ) and we know an a priori upper
bound on the length of γ, then we can deduce a lower bound on the size of Qg.

The differential of the chain complex JFC(γ, θ) is filtered by action, leading to a filtration grading
on the homology JF(γ, θ). One of the main results of [6] is that the group JF(γ, θ) is a 2-dimensional
F2-vector space generated by homology classes αi for i = 1, 2 where αi is homogeneous of homological
degree i. We write `i(γ, θ) ∈ R for the filtration grading of αi: this is the spectral invariant associated
to αi. For convenience we also define `i(γ, 0) = 0 and `i(γ, π) = Area(γ).

Spectral invariants possess several important properties, which we collect here.

Theorem 1.1 (Properties of spectral invariants). Suppose that γ is a smooth Jordan curve and 0 ≤
θ ≤ π. Then the spectral invariants `1, `2 satisfy the following:

(1) Area bound. 0 ≤ `1(γ, θ), `2(γ, θ) ≤ Area(γ).
(2) Spectrality. Each `i(γ, θ) is equal to the action of some generator of JFC(γ, θ) corresponding

to an inscribed θ-rectangle of γ.
(3) Monotonicity. Each `i(γ, ·) : [0, π] −→ [0,Area(γ)] is monotonic increasing.
(4) Continuity in θ. Each `i(γ, ·) : [0, π] −→ [0,Area(γ)] is continuous.
(5) Continuity in γ. If γr, r ∈ [0, 1], is a smooth family of smooth Jordan curves, then r 7→ `i(γr, θ)

is continuous in r.
(6) Hofer distance bound. If γ and γ′ enclose equal area, then |`i(γ, θ) − `i(γ′, θ)| ≤ 4d(γ, γ′),

where d denotes the Hofer distance (Definition 3.4).
(7) Duality. `1(γ, θ) + `2(γ, π − θ) = Area(γ).

Properties (1)-(4) already appeared in [6] (compare [9, Theorem 3]). They were stated there for real
analytic curves, but the properties carry over directly to smooth curves, following the extension of the
construction of JFC(γ, θ) to smooth Jordan curves carried out in Section 2.1. These properties already
suffice for some some interesting applications [6, Theorem A].

Properties (4) and (5) are closely related. In both cases, continuity depends on understanding
filtered chain homotopy equivalences between the Jordan Floer chain complexes attached to different
pairs of data. There are two established mechanisms for constructing these maps. The original one,
due to Floer, is the bifurcation method [5]. Floer used it to show the invariance of Lagrangian Floer
homology under Hamiltonian perturbation. The second one is the continuation method expounded,
for instance, in [2, 3]. We established Property (4) in [6] using the continuation method. This method
presents analytic difficulties in attempting to prove Property (5). Instead, we employ the bifurcation
method to prove it in Proposition 3.3 below. Its success depends in part on the extending the definition
of the Jordan Floer chain complex from real analytic to smooth curves.
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Property (6) appears as Corollary 3.7 below, following a familiar line of argument using Hofer
distance bounds on action. Property (7) appears as Proposition 2.4 below. It follows from a duality
result relating JF(γ, θ) to JF(γ, π− θ). The duality property is not actually required in the sequel, but
we record it for posterity.

In previous work [6], we showed that Area(γ)/2− |Area(γ)/2− `2(γ, θ)| gives rise to a lower bound
on the size of an inscribed θ-rectangle of γ (also depending on Area(γ) and on the length of γ). We
then considered how quickly `2(γ, ·) can change with θ, finding a relationship to the diameter 2Rad(γ).
By approximating a rectifiable (in other words, finite length) Jordan curve γ by a sequence of real
analytic Jordan curves of uniformly bounded length, we showed, for example, that γ inscribes a square
if Area(γ) is at least half the area bounded by a circle of the same diameter as γ.

To derive results by varying now γ instead of θ, we would like to know that small perturbations in γ
give rise to small perturbations in the actions of generators of JFC(γ, θ) – and in fact to small enough
perturbations that we can use this knowledge to prove something useful. This is the reason for our
restriction to Jordan curves given as the union of two graphs of functions satisfying a certain Lipschitz
condition. Such Jordan curves inscribe only elegant θ-rectangles.

Definition 1.2. (Elegance.) Suppose that Γ ⊂ C is a rectangular Jordan curve whose vertex Q set lies
on the Jordan curve γ ⊂ C. If γ is continuously isotopic to Γ through an isotopy fixing Q, then we say
that Q is an elegant inscribed rectangle of γ.

Previously, Schwartz studied gracefully inscribed rectangles, those inscribed rectangles whose cyclic
ordering of the vertices coming from travelling around the curve is a cyclic ordering when travelling
around the rectangle [10]. Elegant rectangles are necessarily graceful, and Schwartz’s nomenclature
inspired our own.

The generators of JFC(γ, θ) that correspond to elegant rectangles have good behavior under small
perturbations of γ, and this allows us to conclude Theorem A. This good behavior is reflected below
in Proposition 1.3.

It is interesting to contrast Tao’s argument [11] that γ(f, g) inscribes a square when f and g are
of Lipschitz constant less than 1. The Lipschitz condition was used in that argument to force any
inscribed square to have two vertices on the graph of f and two vertices on the graph of g. We impose
the weaker Lipschitz condition to guarantee that all inscribed rectangles are elegant.

We shall find it convenient, at some point, to work with piecewise linear (PL) Jordan curves rather
than smooth Jordan curves. The technical reason is that we want to approximate γ(f, g) by Jordan
curves for which we can simultaneously control the spectral invariants; for which all inscriptions of
θ-rectangles are elegant; and which are suitably generic. The precise advantage we gain from working
with PL Jordan curves is highlighted in a footnote to the proof of the following proposition in Section
4. Leaving for later the definition of PL isotopy and the spectral invariants associated to a PL Jordan
curve, we show the following:

Proposition 1.3. Suppose that γt ⊂ C for 0 ≤ t ≤ 1 is a PL isotopy of PL Jordan curves such that
γs is contained inside the bounded complementary region to γt for all 0 ≤ s < t ≤ 1. Further suppose
that for each 0 ≤ t ≤ 1, all θ-rectangles inscribed in γt are elegant.

Then for i = 1, 2 we have that

`i(γ0, θ) ≤ `i(γ1, θ) ≤ `i(γ0, θ) + Area(γ1)−Area(γ0).

Thus, spectral invariants of γ0 bound those of γ1. We expect that Proposition 1.3 remains true if one
replaces the hypotheses of piecewise linearity with hypotheses of smoothness.
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The proof of Theorem A then follows by approximating γ(f, g) by a sequence of piecewise linear
Jordan curves γn and obtaining bounds on each `i(γn, θ) by applying Proposition 1.3.

Plan of the paper. Section 2 contains some technical work in the Jordan Floer complex – extending
the definition from real analytic to smooth Jordan curves, and verifying a duality result relating JF(γ, θ)
to JF(γ, π − θ).

In Section 3 we work in more specificity. Firstly, we apply Floer’s bifurcation arguments to show
that the spectral invariants vary continuously with isotopies of the Jordan curve. In particular, we
obtain bounds on the variation of the spectral invariants in terms of the Hofer distance between two
Lagrangians. Secondly, we extend the definition of the spectral invariants to piecewise linear Jordan
curves and prove continuity of the spectral invariants in variations of piecewise linear curves. Thirdly,
we give more precise bounds on the rate of change of the spectral invariants when the Jordan curves
vary through a family only inscribing elegant rectangles.

Finally in Section 4 we consider the situation of the Jordan curves γ(f, g) of Theorem A.

Acknowledgements. We thank Joseph Cima and Vsevolod Shevchishin for entertaining our questions
about conformal maps, and we extend very special thanks to Steve Bell for providing us with an
argument for Lemma 2.2.

Part of this research was carried out in Fall 2022 while the authors were visiting the Simons Laufer
Mathematical Sciences Institute, which is supported by the National Science Foundation (Grant No.
DMS-1928930). We also thank the Rényi Institute and the Erdős Center for their hospitality in Summer
2024.
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2. Jordan Floer homology.

In this section we carry out some technical work in the Jordan Floer chain complex. In Subsection
2.1, we verify that the definition of the Jordan Floer homology given in [6] for real analytic Jordan
curves in fact extends to smooth Jordan curves. Real analyticity was required in [6] so that the
Schwarz reflection principle would apply, allowing us to bypass some analysis of boundary behavior
of holomorphic maps with smooth boundary. For smooth curves, we obtain the desired boundary
behavior by a different method which involves a simple, elegant argument in complex analysis due
to Steve Bell (Lemma 2.2). In Subsection 2.2, we deduce a duality result for Jordan Floer homology
which allows us conclude the duality result in Theorem 1.1.

2.1. The smooth Jordan Floer complex. Fix an angle 0 < θ < π and a smooth Jordan curve γ.
We begin by summarizing the construction of the Jordan Floer chain complex JFC(γ, θ) and where it
was important that we required the real analyticity of γ.

Firstly, we have the Lagrangian γ×γ ⊂ C2. The construction of the differential in the Jordan Floer
chain complex JFC(γ, θ) (as well as the package of continuation maps, chain homotopies, and so on)
involves considering moduli spaces of strips of finite energy

Σ = R× [0, 1] −→ C
that satisfy a Cauchy-Riemann-Floer equation with respect to some (possibly strip-dependent) Hamil-
tonian, and that map the boundary ∂Σ to γ × γ. Crucially, we make the further requirement that the
closure of the image of these strips should be disjoint from the diagonal

∆C = {(z, z) ∈ C2 : z ∈ C} ⊂ C2.

The intersection of ∆C with γ × γ is clean, and is a smooth curve

∆γ = ∆C ∩ (γ × γ) = {(z, z) ∈ C2 : z ∈ γ ⊂ C}.

The argument that Floer homology is well-defined involves an analysis of moduli spaces of strips
in which the moduli space has positive dimension. It is therefore important for our definition that a
1-parameter family of such strips

ur : Σ −→ C2

for 0 ≤ r < 1 cannot have as its limit a strip u1 (or a degeneration of a strip) that intersects the
diagonal ∆C.

Such unfortunate behavior may a priori occur in several different ways: firstly the strips could break
or bubble at r = 1 at a point in ∆γ . If there is no breaking or bubbling then at r = 1 we have an honest
limit strip u1. But perhaps this strip u1 could intersect ∆C in its interior, or the strip u1 could be
disjoint from ∆C in its interior but could meet ∆γ in its boundary. It was mainly to preclude this last
possibility, boundary touching, that we enforced the real analyticity of γ. We also used real analyticity
to exclude bubbling at ∆γ by a very similar argument.

We briefly rehash the argument that rules out boundary touching in the real analytic case, obscuring
some details in the interests of brevity.

Suppose that u1(0, 0) ∈ ∆γ . We choose a small neighborhood H ⊂ Σ = R × [0, 1] of (0, 0),
biholomorphic to the half-disc. If H is small enough, then u1 satisfies the Cauchy-Riemann equation
on H, since the Hamiltonians have been chosen to 0 near the boundaries of the strip and the almost-
complex structures have been chosen to be standard near the diagonal ∆C. Assuming that γ is real
analytic, Schwarz reflection allows us to extend the domain of definition of u1|H to a disc neighborhood
of (0, 0) ⊂ R2 = C. If u1(0, 0) is a non-isolated intersection point of u1(Σ) with the diagonal ∆C, then
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analytic continuation implies that u1(Σ) ⊂ C, contradicting what we know about the ends of the strip.
On the other hand, if u1(0, 0) is isolated, then Schwarz reflection gives an isolated intersection point of
two complex curves at that point, and this cannot be perturbed away due to positivity of intersection.
Then Schwarz reflection near u1(0, 0) of ur for r close to 1 shows that ur(Σ) was not disjoint from ∆C,
contradicting our assumption.

Now that we understand the issues, we establish a proposition which rules out boundary touching
without the assumption that γ is real analytic; and, following that, a proposition that rules out bubbling
at ∆γ .

Proposition 2.1 (No boundary touching). Suppose that for 0 ≤ r ≤ 1

ur : (−1, 1)× [0, 1)→ C2

is a family of smooth maps such that ur((−1, 1)× {0}) ⊂ γ × γ, and such that each ur is holomorphic
on its interior. Further suppose that the image of ur is disjoint from ∆C for 0 ≤ r < 1, and that
u1((−1, 1)× (0, 1)) is disjoint from ∆C.

Then the image of u1 is disjoint from ∆γ .

Proof. Let us suppose for a contradiction, without loss of generality, that u1(0, 0) = (p, p) ∈ ∆γ and

that Tpγ = e
iπ
4 R ⊂ C.

We shall be making use of the projection

πd : C2 −→ C : (z, w) 7−→ z − w
(where the subscript refers to the direction of the arc in C with endpoints z and w). We note that
πd
−1(0) = ∆C, so that (πd ◦ u1)−1(0) ⊂ (−1, 1)× {0}.
Now πd◦u1 is a non-constant map, holomorphic in its interior, so that the closed set (πd◦u1)−1(0) ⊂

(−1, 1)× {0} cannot contain any open interval or else πd ◦ u1 will vanish identically [4]. So let us pick
ε > 0 such that, without loss of generality1

π/8 ≤ arg(πd ◦ u1([−ε, ε]× {0})) ≤ 3π/8,

and we have πd ◦ u1(−ε, 0) 6= 0 and πd ◦ u1(ε, 0) 6= 0.

Within (0, 1) × (−1, 1), let us add an arc to {0} × [−ε, ε] to make a smooth simple closed loop
C ⊂ [0, 1)× (−1, 1). This is illustrated in Figure 1.

If we writeQ for the first quadrant of the complex plane (consisting of numbers with non-negative real
and imaginary parts), and R for the region bounded by C, note that we must have πd ◦u1(R)∩B ⊂ Q
for small enough discs B ⊂ C centered at the origin. This is because otherwise, for all small enough
δ > 0, we would have δe−3iπ/4 ∈ πd ◦ u1(R). So for r close enough to 1, since δe−3iπ/4 is in the same
component of C2 \ πd ◦ ur(C), we would have 0 ∈ πd ◦ ur(R). And hence ur((−1, 1)× (0, 1))∩∆C 6= ∅,
contradicting our assumptions.

So let us shrink the region R bounded by C by replacing C with a new smooth closed curve (which
we shall also call C) made by attaching an arc to {0}× [−ε, ε] such that πd ◦ u1(R) ⊂ Q. We illustrate
this in Figure 2.

Since C is smooth, the smooth Riemann mapping theorem gives a diffeomorphism of R with the
closed unit disc D2, holomorphic on its interior. The proposition thus follows from the following
lemma. �

1The maps ur do not meet the diagonal and therefore we can make the assumption that the arguments lie in the
given interval and, in particular, not possibly in the interval [−7π/8,−5π/8] as well.
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C

(−1, 1)× [0, 1)

(ε, 0)(−ε, 0)

πd ◦ u1(C)

Figure 1. On the left is the smooth curve C ⊂ (−1, 1) × [0, 1), and on the right its
image in C under πd ◦u1. The point (0, 0) is taken to 0 under this map, and the thick
arc is taken to the region of C consisting of points of arguments between π/8 and 3π/8.

C

(−1, 1)× [0, 1)

(ε, 0)(−ε, 0) πd ◦ u1(C)

Figure 2. By shrinking C we ensure that the region R that it bounds maps into the
first quadrant Q.

Lemma 2.2. There does not exist a smooth map f : D2 −→ C, holomorphic on its interior, such that
f(D2) ⊂ Q (where we write Q for the first quadrant), f(1) = 0, and f is non-zero on its interior.

The intuition is that the derivative of f should blow up near 1, since there is a corner point of angle
less than π. For the following elegant argument we are indebted to Steve Bell.

Proof. Suppose that there were such an f . Writing u and v for its real and imaginary parts we see that
uv (which is half the imaginary part of f2), is a harmonic function on D2 which attains its minimum
value of 0 at 1. The Hopf Lemma then implies that the normal derivative of uv at 1 is strictly negative.
However, the product rule implies that this derivative vanishes. �

Now we turn to the issue of bubbling at ∆γ . In terms similar to those in which we phrased the
preceding discussion, let us suppose that, for 0 ≤ r < 1

ur : (−1, 1)× [0, 1) −→ C2 \∆C
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is a family of smooth maps such that ur((−1, 1)× {0}) ⊂ γ × γ, and such that each ur is holomorphic
on its interior. We further suppose that the Gromov limit as r → 1 of these maps is a smooth map

u1 : (−1, 1)× [0, 1) −→ C2,

holomorphic on its interior, meeting the diagonal only once, say at u1(0, 0) = (p, p) ∈ ∆γ , along with
a disc bubbling off

b : D2 −→ C2

which meets the diagonal again only at the single point b(1) = (p, p). It is this situation that we now
wish to exclude.

Proposition 2.3 (No diagonal bubbling). There is no bubbling at the diagonal.

Proof. Let us analyse the limit u1#b and, similarly to before, consider the projections

πd ◦ u1 : R −→ C and πd ◦ b : D2 −→ C,

where R ⊂ (−1, 1)× [0, 1) is a region biholomorphic to the unit disc, with smooth boundary C = ∂R ⊃
[−1/2, 1/2]× {0}. Without loss of generality, we assume that Tpγ = eiπ/4R ⊂ C.

We choose some small ε > 0 so that we have both

arg(πd ◦ u1([−ε, ε]× {0})) ⊂ [π/8, 3π/8] ∪ [−7π/8,−5π/8],

and

arg(πd ◦ b({eiθ : −ε ≤ θ ≤ ε})) ⊂ [π/8, 3π/8] ∪ [−7π/8,−5π/8].

Focussing on u1, consider the case that arg(πd ◦ u1([−ε, ε] × {0})) is contained in just one of the
intervals on the right-hand side of this statement, say without loss of generality

arg(πd ◦ u1([−ε, ε]× {0})) ⊂ [π/8, 3π/8].

(Then we also necessarily have

arg(πd ◦ b({eiθ : −ε ≤ θ ≤ ε})) ⊂ [π/8, 3π/8],

since the maps ur which limit to u1#b do not meet the diagonal ∆C.)

Now our argument before (using the Hopf Lemma) applies again to rule out any restriction of
πd ◦u1 to a disc with smooth boundary including (0, 0) that maps to the first quadrant Q ⊂ C. Again,
this means that for all small enough δ > 0, we have δe−3iπ/4 ∈ πd ◦ u1(R); and this contradicts the
assumption that ur does not meet ∆C as before.

On the other hand, in the complementary case, we must have, for δ > 0 small enough, either that
δe−iπ/4 ∈ πd ◦ u1((−1, 1)× (0, 1)) or that δe3iπ/4 ∈ πd ◦ u1((−1, 1)× (0, 1)). Then, since for r close to
1 we have that δe−iπ/4 and δeıπ/4 lie in the same component of C \πd ◦ur(C) as does 0, we must have
that the image of ur meets the diagonal ∆C, contradicting our assumptions. �

2.2. Duality. In this subsection we establish a duality result for Jordan Floer homology. That such
a result should exist is unsurprising: at least generically, the Jordan Floer complex JFC(γ, θ) for
0 < θ < π is generated by inscriptions of a θ-rectangles in γ. But of course, inscribed θ-rectangles
are exactly (π − θ)-rectangles. So we would expect to see some kind of relationship between the two
complexes, and thus a correspondence between JF(γ, θ) and JF(γ, π− θ), and their spectral invariants.

Proposition 2.4. If γ is a smooth Jordan curve and 0 < θ < π, then

`1(γ, θ) = Area(γ)− `2(γ, π − θ).
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Proof. The Jordan Floer chain complex JFC(γ, θ) is generated by trajectories of a certain Hamiltonian
vector field that begin and end on γ× γ. An alternative point of view is that the complex is generated
by the transverse intersection points of γ × γ with its preimage under the time 1 Hamiltonian flow.2

In this latter point of view, the differential counts strips limiting at their ends to intersection points,
and with boundary conditions on both Lagrangians.

Generically, the time 1 Hamiltonian flow is given by the rotation

R−θ : C2 −→ C2 : (z, w) 7−→
(
z + w

2
+ e−iθ

z − w
2

,
z + w

2
− e−iθ z − w

2

)
,

which is a rotation by angle −θ that leaves the diagonal ∆C fixed. So the alternative point of view is
to consider intersection points between γ × γ and Rθ(γ × γ).

The genericity condition is that the Lagrangians γ × γ and Rθ(γ × γ) intersect transversally away
from ∆C. Assuming for a moment that this is satisfied, we notice that the symplectomorphism Rπ−θ
takes the Lagrangian γ × γ to Rπ−θ(γ × γ) and takes the Lagrangian Rθ(γ × γ) to Rπ(γ × γ) = γ × γ.
Thus we see that in this case, assuming that we pick almost complex structures compatibly under
(Rπ−θ)∗, the complexes JFC(γ, θ) and JFC(γ, π − θ) are genuinely dual – there is a correspondence
between intersection points

p ∈ (γ × γ) ∩Rθ(γ × γ)←→ p′ = Rπ−θ(p) ∈ (γ × γ) ∩Rπ−θ(γ × γ)

and furthermore if u : Σ −→ C2 is a strip connecting p to q for p, q ∈ (γ × γ) ∩ Rθ(γ × γ), then
u′ = Rπ−θ ◦ u is a strip connecting q′ to p′.

It is immediate that the relative differences in action and in Maslov index between p and q agree
with the relative differences between q′ and p′. In fact, the absolute Maslov index µ(p′) is 3 − µ(p),
since JF is of dimension 1 in degrees 1 and 2, and trivial outside these degreees. Moreover, we have
that the actions satisfy A(p) +A(p′) = Area(γ), as we now show.

The action of a path is expressed as the sum of two terms: one is the integral of the Hamiltonian
along the trajectory, while the other is the symplectic area of a ‘capping’ disc cobounded by the
Lagrangian (in this case γ × γ) and the path. In the definition of the Jordan Floer chain complex,
these latter discs were taken to have trivial intersection with ∆C.

Suppose that τp and τp′ are the trajectories corresponding to p and its dual p′. They can each be
considered to be flowlines associated to the Hamiltonian

H : C2 −→ R : (z, w) 7−→ |z − w|
2

4
,

with τp : [0, θ] −→ C2 being a flowline for time θ and τp′ : [0, π−θ] −→ C2 being a flowline for time π−θ.
Furthermore R−θτp′(0) = τp(θ) and R−θ(τp′(π − θ)) ∈ γ × γ. So if we glue together the flowlines τp
and R−θ(τp′), we obtain a time π flowline τ that starts and ends on γ×γ (as it has to since R−π = Rπ
is an involution on C2 satisfying Rπ(γ × γ) = γ × γ).

We can also glue together the two cobounding discs to obtain a singular disc D ⊂ C2 which is
cobounded by τ and γ × γ, and that is disjoint from ∆C. We have

A(p) +A(p′) =

∫ π

0

H ◦ τ(t)dt−
∫
D

ω,

so that

2(A(p) +A(p′)) =

∫ 2π

0

H ◦ (τ tRπτ)(t)dt−
∫
DtRπ(D)

ω

2In considering the preimage here we follow Auroux’s notes [3].
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where we write τ t Rπτ for the concatenation of τ and Rπ ◦ τ . Now the first integral is just the
symplectic area of the planar disc bounded by the circle τ t Rπτ , so that the whole expression is the
symplectic area bounded by the curve formed by the parts of the boundary of D t Rπ(D) lying on
γ × γ. Now curves lying on γ × γ which avoid the diagonal ∆C fall into isotopy classes depending on
their winding number around C. In this case, the winding number around C is 1, since the planar disc
bounded by τ tRπτ meets C once transversely. The symplectic area bounded by each curve in a given
isotopy class is proportional to this winding number. Thus we see that the whole expression evaluates
to 2Area(γ), and we are done.

If one does not assume genericity of the Jordan curve γ, then the Jordan Floer homology JF(γ, θ) is
defined to be the directed limit of the homologies of Jordan Floer complexes that include Hamiltonian
perturbation terms, the limit being taken as the perturbations tend to 0. We shall show that small

Hamiltonians h applied to the ‘θ’ Lagrangians correspond to small Hamiltonians −h̃ which can be
applied to the ‘π − θ’ Lagrangians, resulting in a dual complex.

Suppose, then, that one achieves transversality of γ×γ and Rθ(γ×γ) away from ∆γ by applying the
Hamiltonian perturbation φh : C2 −→ C2 which is the time 1 flow of a small Hamiltonian h : C2 −→
R supported away from ∆C. (For convenience, in this discussion we are assuming that we achieve
transversality by applying φh following Rθ, and that h is time-independent).

In other words, γ×γ and φh ◦Rθ(γ×γ) are transverse away from ∆γ . Then we see that Rπ−θ(γ×γ)
and Rπ−θ ◦ φh ◦Rθ(γ × γ) are also transverse away from ∆γ .

Now Rπ−θ ◦ φh ◦ Rθ = φh̃ ◦ Rπ where we define the Hamiltonian h̃ = h ◦ Rθ−π : C2 −→ R. Since
γ × γ is invariant under Rπ, we have that Rπ−θ(γ × γ) and φh̃(γ × γ) are transverse away from ∆γ .
Equivalently, γ × γ and φ−h̃ ◦Rπ−θ(γ × γ) are transverse away from ∆γ .

So φ−h̃ is a small Hamiltonian perturbation that can be applied to achieve transversality of γ × γ
and Rπ−θ(γ × γ). Applying this perturbation results in a pair of Lagrangians, transverse away from
∆γ , that is symplectomorphic (via φh̃) to the pair φh̃(γ × γ), Rπ−θ(γ × γ). But this pair becomes the
pair φh ◦Rθ(γ × γ), γ × γ after applying the rotation Rθ−π since

Rθ−π ◦ φh̃(γ × γ) = φh̃◦Rπ−θ ◦Rθ−π(γ × γ) = φh ◦Rθ(γ × γ).

Finally we have arrived at a familiar situation, namely the Lagrangian pair γ × γ, Rθ(γ × γ) (now
perturbed by φh) is symplectomorphic to the Lagrangian pair Rπ−θ(γ × γ), γ × γ (now perturbed by
φ−h̃). These perturbed complexes are again precisely dual to each other (given compatible choices of

almost complex structure) with dual actions and Maslov indices satisfying the same identities. �

3. Deformations of the Jordan curve.

In this section we establish firstly that the spectral invariants are continuous with respect to defor-
mations of the Jordan curve in Subsections 3.1 and 3.2. In Subsection 3.3 we refine the statement of
continuity by bounding the variation of the spectral invariant in terms of the Hofer norm. In Subsection
3.4 we turn to piecewise linear Jordan curves, giving a definition of the spectral invariants associated to
such curves and verifying continuity of the spectral invariant in isotopies through these curves. Finally
in Subsection 3.5 we turn to isotopies of nested Jordan curves in which each curve only admits elegant
inscriptions of θ-rectangles, and bound the variation of the spectral invariants in this case.

3.1. Hamiltonian isotopy of the Lagrangians. Suppose that γr ⊂ C for 0 ≤ r ≤ 1 is a smooth
1-parameter family of smooth Jordan curves, each of constant area A = Area(γr).
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Lemma 3.1. There exists a 1-parameter family of smooth Hamiltonians

Hr : C −→ R
with associated Hamiltonian flows

φr : C −→ C
such that φ0 is the identity and φr(γ0) = γr for all r ∈ [0, 1].

Lemma 3.1 and its proof are inspired by the result of Akveld-Salamon that a pair of equal area disks
on a symplectic 2-manifold are related by a Hamiltonian isotopy [1, Proposition A.1]. The argument
follows standard lines (Moser’s method), and we give details for the non-expert.

Proof. By the isotopy extension principle, there exists a smooth 1-parameter family fr ∈ Diff(C),
r ∈ [0, 1], such that γr = fr(γ0). Let ω denote the standard symplectic form on C. Define ωr := f∗r ω
for all r. Let D denote the domain bounded by γ0.

We will produce a smooth 1-parameter family ψr ∈ Diff(C) for 0 ≤ r ≤ 1, such that

(1) ψr(D) = D and ψ∗rωr = ω for 0 ≤ r ≤ 1.

Then φr := fr ◦ ψr satisfies

φr(D) = fr ◦ ψr(D) = fr(D) and φ∗rω = ψ∗rf
∗
r ω = ψ∗rωr = ω for 0 ≤ r ≤ 1.

So φr is a symplectic isotopy of (R2, ω) such that φr(γ0) = γr for 0 ≤ r ≤ 1.

Let Xr denote the vector field which generates the flow φr. The 1-form ι(Xr)ω is exact, since
H1(C) = 0, so there exists a unique 1-parameter family of smooth functions Hr : C → R satisfying
Hr(0) = 0 and dHr = ι(Xr)ω for 0 ≤ r ≤ 1. It follows that φr is a Hamiltonian isotopy with associated
Hamiltonian Hr.

It remains to construct ψr. Since H2(C) = 0, there exists a 1-form αr such that dαr = ω − ωr for
0 ≤ r ≤ 1. If we place a Riemannian metric on C, then we may specify αr uniquely by the additional
condition that it is harmonic. Chosen in this manner, the forms αr vary smoothly with r.

The assumption that each γr encloses the same area translates into the assertion that∫
D

ωr =

∫
D

ω, for 0 ≤ r ≤ 1.

By Stokes’s theorem, we have∫
∂D

αr =

∫
D

dαr =

∫
D

(ω − ωr) = 0, for 0 ≤ r ≤ 1.

It follows that αr|(∂D) is exact for all r. Hence αr|(∂D) = dgr for a smooth function gr : ∂D → R
which is uniquely determined by the condition that gr(p) = 0 for a choice of basepoint p ∈ ∂D.
Moreover, the family of functions gr vary smoothly in r. We extend gr to a smooth family of smooth
functions gr : C −→ R. We then set βr = αr − dgr for all 0 ≤ r ≤ 1. Then

dβr = ω − ωr and βr|(∂D) ≡ 0, for 0 ≤ r ≤ 1.

Define
ωrt = t · ωr + (1− t) · ω for 0 ≤ r, t ≤ 1.

Observe that each ωrt is a convex combination of positive area forms, so it is again a positive area
form, and hence a symplectic form. By nondegeneracy, it follows that we can uniquely define a vector
field Xrt ∈ Vect(C), smooth in 0 ≤ r, t ≤ 1, by the condition

ι(Xrt)ωrt = βr.
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We define in turn a flow ψrt ∈ Diff(C) by the differential equation

d

dt
ψrt = Xrt · ψrt

with initial condition ψr0 = id for 0 ≤ r ≤ 1.

We shall show that ψr := ψr1 defines the desired isotopy.

First, observe that for a non-zero tangent vector v to ∂D, we have

0 = βt(v) = ι(Xrt)ωrt(v) = ωrt(Xrt, v).

Since ωrt is nondegenerate and C is 2-dimensional, it follows that Xrt is proportional to v. That is,
Xrt is tangent to ∂D for all r and t; so it follows that the flow ψrt preserves ∂D. Hence ψrt(D) = D
for all r and t. Taking t = 1, we obtain ψr(D) = D for all t, which gives the first part of (1).

Second, we shall show that

(2)
d

dt
ψ∗rtωrt = 0.

Assuming this is the case, also note that we have ψ∗r0ωr0 = id∗ω = ω for all r. Since the derivative in
t vanishes, it follows that ψ∗rωr = ψ∗r1ωr1 = ω as well for all r, which gives the second part of (1).

Hence we are left to verify equation (2). We have

d

dr
ψ∗rtωrt = ψ∗rt

(
LXrtωrt +

dωrt
dr

)
.

Cartan’s formula gives

LXrtωrt = dι(Xrt)ωrt + ι(Xrt)dωrt.

The term dι(Xrt)ωrt becomes dβr = ω − ωr on substitution, while the second term vanishes, since ωrt
is closed. On the other hand,

dωrt
dr

=
d

dt
(t · ωr + (1− t) · ω) = ωr − ω.

Consequently, the terms cancel, and we obtain (2). �

It follows that (abusing notation a little)

Hr : C2 −→ R : (z, w) 7−→ Hr(z) +Hr(w)

is a Hamiltonian whose associated flow Φr gives an isotopy through the family of Lagrangians γr×γr =
Φr(γ0 × γ0).

Now the pair of Lagrangians

(γr × γr, Rθ(γr × γr)) = (γr × γr, Rθ ◦ Φr(γ0 × γ0))

is Hamiltonian isotopic (in particular, symplectomorphic) to

(γ0 × γ0,Φ
−1
r ◦Rθ ◦ Φr(γ0 × γ0)).

We wish to consider the Jordan Floer homology of this pair of Lagrangians. In particular we wish to
study how the Jordan Floer homology changes when γ0 × γ0 is the first Lagrangian, and we vary the
second Lagrangian in this pair through the 1-parameter family of Hamiltonian isotopic Lagrangians
Φ−1
r ◦Rθ ◦ Φr(γ0 × γ0).
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It will be convenient, and more intuitive, for us to apply the symplectomorphism Φr above, so as
rather to consider varying both Lagrangians at the same time so that we move instead through the
family of pairs

(γr × γr, Rθ(γr × γr)),
in which both the second and the first Lagrangian vary with r.

3.2. The bifurcation method. There are two principal approaches to studying Floer homology under
Hamiltonian isotopy. The more recent approach is that of continuation. It was this approach that we
followed in [6] when considering well-definedness of Jordan Floer homology and variation in the angle
θ. In the current paper we shall be following the bifurcation approach, the method originally used by
Floer [5] when defining Lagrangian Floer homology. We take this approach firstly for technical reasons
and secondly since our principal interest is at the chain level variation of the action, and the bifurcation
method brings this to the fore.

We shall begin by giving an exposition of the bifurcation method, adapted to our setting in which
strips are required to avoid the diagonal ∆C, and follow up with Proposition 3.3, whose proof largely
follows from the exposition.

Exposition of the method. The bifurcation method is based on analogy with Cerf theory. If one has
two Morse-Smale vector fields on a closed manifold, one cannot always connect them by a path of
Morse-Smale vector fields. But one can find a path which is Morse-Smale except at finitely many
times; these finitely many times corresponding to handleslides (when the Morse-Smale condition fails
in the weakest way possible) or the birth-death of a pair of critical points.

Following Floer, the bifurcation method proceeds as follows, firstly under the assumption that, for
all r, γr × γr is transverse Rθ(γr × γr) away from ∆γ . This assumption implies that each transverse
intersection point

p0 ∈ (γ0 × γ0) ∩Rθ(γ0 × γ0)

extends to a path of transverse intersections

pr ∈ (γr × γr) ∩Rθ(γr × γr).

Given a choice of 1-parameter family of t-dependent almost complex structures Jrt , we shall consider
pairs (r, u) where 0 ≤ r ≤ 1, and ur : Σ −→ C is a bounded energy strip satisfying a Lagrangian
boundary condition and a Cauchy-Riemann equation which depend on r.

Specifically, we shall consider smooth maps

ur : Σ −→ C2

which satisfy the boundary conditions

(BC)

u
r(R× {0}) ⊂ γr × γr,

ur(R× {1}) ⊂ Rθ(γr × γr);

which satisfy the Cauchy-Riemann-Floer equation

(CRF) ∂su
r + Jrt ∂tu

r = 0;

and which have bounded energy

(BE)

∫
|∂sur|2Jrt ds dt <∞.



14 JOSHUA EVAN GREENE AND ANDREW LOBB

It follows from (BE) that ur extends uniquely to a continuous function on the extended strip
Σ = [−∞,∞]× [0, 1], where [−∞,∞] is topologized as the end compactification of R = (−∞,∞).

Definition 3.2 (Moduli spaces of strips). Suppose that p, q are paths of transverse intersection points
as above. We define the moduli space of strips

M∆(p, q) = {(r, ur) : 0 ≤ r ≤ 1, ur ∈ C∞(Σ,C2) : ur obeys (BC), (CRF), (BE),

ur(Σ) ∩∆(C) = ∅,
lim

s→−∞
ur(s, t) = pr, lim

s→+∞
ur(s, t) = qr},

and we writeM∆
(p, q) for the quotient of this moduli space by the R-action corresponding to translation

along the s coordinate of Σ.

Floer [5] showed that this parametrized version of the holomorphic strips used to define Lagrangian
Floer homology allows admissable choices of parametrised almost complex structures Jrt . For such

admissable choices, M∆
(p, q) is a manifold of dimension equal to the difference in Maslov indices

µ(p)−µ(q) (where we understand the Maslov index of any representative transverse intersection point
along the path).

For our present purposes, we shall restrict to admissable parametrized almost complex structures
Jrt that agree with the standard almost complex structure on the diagonal ∆C, and that agree with
standard almost complex structure when near the boundaries of Σ and within a small neighborhood
of ∆C.3 Such perturbations suffice for transversality as explained, for example, by Audin-Damian [2].
Let us assume that this restriction has been made from now on.

Proofs given in [6] show that a 1-parameter family of strips in a space M∆(p, q) cannot degenerate
by sphere bubbling, or limit to a strip meeting the diagonal in its interior, or limit to a so-called broken
strip which breaks at a point of ∆C. To be more precise, these arguments were not given in the context
of a family of pairs (r, ur), but they readily apply with only cosmetic modification. In Proposition 2.1
we have supplied an argument (again admitting cosmetic modification due to the dependence on r)
which rules out a limit strip meeting ∆γ on its exterior, and in Proposition 2.3 we have ruled out disc
bubbling. Hence we find ourselves able to repeat Floer’s argument from [5], which we now summarize,
specializing to our situation.

If µ(p)−µ(q) = 1 and (r, ur) ∈M∆(p, q), then ur is a strip of Maslov index 1 that connects pr to qr,
and so contributes to the coefficient of qr in the Floer differential applied to pr. If the only boundaries
of all components of the compactifications of M∆(p, q) occur at r = 0 and r = 1, then we see that
the Floer differential applied to p0 has the same coefficient of q0 as the coefficient of q1 in the Floer
differential applied to q1.

However, there may be broken strips of the form

(r, vr) ? (r, ur) ∈M(p, p0)×M(p0, q) or (r, ur) ? (r, wr) ∈M∆(p, q0)×M∆(q0, q)

where µ(p0) = µ(p) and µ(q0) = µ(q). Floer showed that when, for example, (r, ur) ∈ M∆(p0, q), this
gives rise to a chain complex isomorphism at time r, essentially replacing the basis element p with p+p0.
The analogy with Cerf theory is a 1-parameter family of Morse-Smale vector fields passing through a
non-Morse-Smale vector field at time r in which there is a single flow-line connecting two critical points
of the same index. This corresponds, in the handle decomposition picture, to a handle-slide.

3We make precise choices of these neighborhoods in [6]. Not wishing to clutter the current exposition by repeating
definitions, we allow ourselves now a degree of imprecision; exact details may be transferred mutatis mutandis from our
earlier work.
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So far, we have considered the case in which, for all 0 ≤ r ≤ 1, γr×γr has only transverse intersections
with Rθ(γr × γr) away from their clean intersection ∆γ . In the general case, Floer showed that one
can, by a small r-dependent Hamiltonian perturbation, achieve transversality off a finite number of
‘degenerate’ r values, while at and around the degenerate r, the allowable intersection loci admit an
explicit local description.

To provide a little more detail, the degenerate intersection pr0 = qr0 occurring at a degenerate
r0 corresponds to the cancellation (or, for the more optimistic, the creation) of a pair of transverse
intersection points (pr and qr for r < r0, say) of Maslov indices satisfying µ(pr) − µ(qr) = 1. Floer’s
analysis shows that for r < r0 and close to r0, there is a unique holomorphic strip from pr to qr.
Floer’s argument works under the assumption that π2(M) = π1(L) = 0, so there is an absolute action
functional on generators. This forces any strip from pr to qr to have small energy A(pr)−A(qr). Floer
argues that any such strip has image contained in a suitably small neighborhood of the bifurcation
point, and in turn is uniquely determined. The argument applies in our particular set-up as well, since
we also have an absolute action functional. For r > r0 and close to r0, the Floer complex is the result
of the Gaussian elimination of the generators p and q in the Floer complex for r < r0 and close to r0

Continuity of spectral invariants in deformation of the Jordan curve. We are now ready to draw the
conclusion that we desired.

Proposition 3.3. Suppose that γr ⊂ C is a smooth family of Jordan curves for 0 ≤ r ≤ 1, i ∈ {1, 2},
and 0 < θ < π. Then the function

`i(γ·, θ) : [0, 1] −→ R : r 7−→ `i(γr, θ)

is continuous.

Proof. We define the smooth family of Jordan curves

γ′r :=
1

Area(γr)
γr

which each bound regions of area 1. Then we know by Lemma 3.1 that this family is Hamiltonian
isotopic, which means, following the discussion above, that we can apply Floer’s bifurcation argument
to the Jordan Floer chain complexes JFC(γ′r, θ).

There are finitely many critical values 0 < r1 < · · · < rk < 1 corresponding to handleslides or
handle cancellations. At each one, the bifurcation argument establishes a chain homotopy equivalence
which is filtered of degree 0 and so preserves the spectral invariants. For r varying between a pair of
consecutive critical values, it instead gives a chain complex isomorphism. This isomorphism carries
standard generators to standard generators, and their actions vary continuously in r. Hence the spectral
invariants vary continuously between a pair of consecutive critical values.

So we see that

[0, 1] −→ R : r 7−→ `i(γ
′
r, θ)

is continuous. But the complex JFC(γr, θ) is isomorphic to JFC(γ′r, θ) with rescaled action, so we can
conclude that

`i(γ·, θ) : [0, 1] −→ R : r 7−→ `i(γr, θ) = Area(γ′r, θ)`i(γ
′
r, θ)

is also continuous. �
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3.3. Hofer distance bounds. In this subsection we refine the continuity statement of Proposition 3.3
by considering the Hofer distance between Hamiltonian isotopic Jordan curves.

Suppose that γ0, γ1 ⊂ C are smooth Jordan curves that bound the same area. We have seen in
Lemma 3.1 that they are Hamiltonian isotopic. For 0 ≤ t ≤ 1, let

ht : C −→ R
be a smooth bounded function, identically 0 for all t close to 0 or 1, such that the time 1 flow
φ1 : C −→ C of the t-dependent Hamiltonian vector field Xt associated to ht satisfies φ1(γ0) = γ1.

Definition 3.4. The Hofer norm of ht is

|ht| :=
∫ 1

0

(sup(ht)− inf(ht))dt,

while the Hofer distance d(γ0, γ1) between γ0 and γ1 is the infimum of the set of all Hofer norms of
such Hamiltonians.

We are going to consider the path of smooth Jordan curves γr for 0 ≤ r ≤ 1, where γr is the image
of γ0 under the time 1 flow of (the Hamiltonian vector field associated to) the Hamiltonian rht.

We define the time-dependent Hamiltonian

ht = −h1−t : C −→ R,
and we define

Ht : C2 −→ R : (z, w) 7−→ ht(z) + ht(w),

and
Ht : C2 −→ R : (z, w) 7−→ ht(z) + ht(w).

We write Φr : C2 −→ C2 for the time 1 flow of rHt so that we have Φr(γ0 × γ0) = γr × γr, and (Φr)−1

is the time 1 flow of Ht.

We further let
Gθt : C2 −→ R

be a time-dependent Hamiltonian, identically 0 for t near 0 and 1, that has the form of an area 1 bump
function in t multiplied by the Hamiltonian θ

4 |z − w|
2 for (z, w) ∈ C2. The inverse of the time 1 flow

of Gθt is rotation Rθ : C2 −→ C2 by angle θ around the diagonal ∆C.

For 0 ≤ r ≤ 1, we are going to consider the concatenation of the Hamiltonians rHt, G
θ
t , and rHt,

which shall give a time-dependent Hamiltonian

F r,θt : C2 −→ R

for times 0 ≤ t ≤ 3. Writing Ψr,θ : C2 −→ C2 for the time 3 flow of F r,θt , the pair of Lagrangians

(γ0 × γ0, (Ψ
r,θ)−1(γ0 × γ0)) = (γ0 × γ0, (Φ

r)−1 ◦Rθ ◦ Φr(γ0 × γ0))

is symplectomorphic to

(Φr(γ0 × γ0), Rθ ◦ Φr(γ0 × γ0)) = (γr × γr, Rθ(γr × γr)).

It is this last path of pairs of Lagrangians in which we are mainly interested. In particular we would
like to bound the filtered degree of the chain homotopy equivalence

JFC(γ0, θ) −→ JFC(γ1, θ)

induced by Floer’s bifurcation argument. This bound will be formulated in terms of the Hofer norm
|ht|, and thus in terms of the Hofer distance d(γ0, γ1).
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We first give the argument in the case in which there is no Hamiltonian perturbation of the path of
Lagrangian pairs.

Lemma 3.5. Suppose that, following the discussion above, for 0 ≤ r ≤ 1,

pr ∈ (γr × γr) ∩Rθ(γr × γr)
gives a path of transverse intersection points. Then the actions satisfy

|A(p1)−A(p0)| ≤ 4|ht|.

The Hofer norm is tailored to provide action bounds of the kind appearing in Lemma 3.5. For
instance, it is also behind the proof of the continuity of the spectral invariants in appearing in The-
orem 1.1 (compare [9, Theorem 3 and Section 3.2]). The following proof follows a standard line of
argument.

Proof. Suppose that for 0 ≤ r ≤ 1, pr corresponds the trajectory

τr : [0, 3] −→ C2

of the Hamiltonian vector field associated to F r,θt .

We have

A(p1)−A(p0) =

∫ 3

0

F 1,θ
t ◦ τ1(t)dt−

∫
D1

ω −
∫ 3

0

F 0,θ
t ◦ τ0(t)dt+

∫
D0

ω

where D0 and D1 are preferred cappings of τ0 and τ1, i.e. cappings disjoint from ∆C (see [6, Lemma
2.5]). Since

∫
D1
ω depends only on the homotopy class of D1, we take D1 to differ from D0 by the

image of
τ : [0, 3]× [0, 1] −→ C2 : (t, r) 7−→ τr(t).

Thus,

A(p1)−A(p0) =

∫ 3

0

F 1,θ
t ◦ τ1(t)− F 0,θ

t ◦ τ0(t)dt−
∫

[0,3]×[0,3]

τ∗(ω).

The last integrand is

τ∗(ω)

(
∂

∂r
,
∂

∂t

)
= ω

(
∂τr(t)

∂t
,
∂τr(t)

∂r

)
definition of pullback

= ω

(
XF r,θt

,
∂τr(t)

∂r

)
definition of Hamiltonian trajectory

= d(F r,θt )

(
∂τr(t)

∂r

)
definition of Hamiltonian vector field

=
∂(F s,θt ) ◦ τr(t)

∂r

∣∣∣∣∣
s=r

definition of differential

=
∂(F r,θt ◦ τr(t))

∂r
− ∂F r,θt ◦ τs(t)

∂r

∣∣∣∣∣
s=r

chain rule.

Thus, ∫
[0,3]×[0,3]

τ∗(ω) =

∫ 3

0

(
F 1,θ
t ◦ τ1(t)− F 0,θ

t ◦ τ0(t)
)
dt−

∫ 3

0

∫ 1

0

∂F r,θt ◦ τs(t)
∂r

∣∣∣∣∣
s=r

drdt
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by the Fundamental Theorem of calculus, whence

|A(p1)−A(p0)| =

∣∣∣∣∣
∫ 3

0

∫ 1

0

(
∂F r,θt ◦ τs(t)

∂r

∣∣∣∣∣
s=r

)
drdt

∣∣∣∣∣ =

∣∣∣∣∣
∫

[0,1]∪[2,3]

∫ 1

0

(
∂F r,θt ◦ τs(t)

∂r

∣∣∣∣∣
s=r

)
drdt

∣∣∣∣∣
≤
∫

[0,1]∪[2,3]

sup
0≤r≤1

(
supF r,θt − inf F r,θt

)
dt

= 2

∫ 1

0

(sup(Ht)− inf(Ht)) dt ≤ 4|ht|,

where the second equality follows since F r,θt is constant at a fixed point of C2 whenever 1 ≤ t ≤ 2. �

With this in hand, we can establish the following result.

Proposition 3.6. Suppose that γ0 and γ1 are smooth Jordan curves enclosing the same area and
0 < θ < π. Then there exists a filtered chain homotopy equivalence

JFC(γ0, θ) −→ JFC(γ1, θ)

which is filtered of degree 4d(γ0, γ1), and consequently an isomorphism

JF(γ0, θ) −→ JF(γ1, θ)

which is filtered of degree 4d(γ0, γ1).

The following corollary is immediate.

Corollary 3.7. For i = 1, 2 and 0 < θ < π, if γ0 and γ1 are smooth Jordan curves enclosing the same
area, then

|`i(γ0, θ)− `i(γ1, θ)| ≤ 4d(γ0, γ1).

�

Proof of Proposition 3.6. If ht : C −→ R is a time-dependent Hamiltonian whose time 1 flow takes γ0

to γ1, we can attempt to use Lemma 3.5 to establish the result by using the intermediate Hamiltonians
rht for 0 ≤ r ≤ 1 as before. Indeed, assuming that away from ∆C we have that γr × γr is transverse
to Rθ(γr× γr), the argument above shows that Floer’s chain complex isomorphism is filtered of degree
4|ht|. If, on the other hand, there are some non-transverse intersections away from ∆C, Floer tells us
that we can find a path of arbitrarily small Hamiltonian perturbations so that the bifurcation argument
applies, as follows.

Let us replace the path of time-dependent Hamiltonians

F r,θt : C2 −→ R
for 0 ≤ r ≤ 1, 0 ≤ t ≤ 3, by the perturbed path

F r,θt : C2 −→ R

for 0 ≤ r ≤ 1, 0 ≤ t ≤ 4 which we obtain from F r,θt by concatenating with the path of small
perturbations

Kr
t : C2 −→ R

for 0 ≤ r ≤ 1, 0 ≤ t ≤ 1 (which we assume is identically 0 near t = 0 and t = 1). Then there exist
0 < r1 < r2 < · · · < rn < 1 so that, away from these values of r, γ0 × γ0 is transverse away from ∆C

to the image of γ0 × γ0 under the time 4 flow corresponding to F r,θt .
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For ri < r < ri+1 suppose, then, that τ r(t) is a path of trajectories of the vector field X
F r,θt

. Writing

A(τ ri) and A(τ r+1) for the limiting actions, the arguments of Lemma 3.5 apply to show that

|A(τ ri)−A(τ r+1)| ≤ 4(ri+1 − ri)|ht|+
∣∣∣∣∫ 1

0

∫ 1

0

∂Kr
t ◦ τ ts
∂r

∣∣∣∣
s=r

drdt

∣∣∣∣
≤ 4(ri+1 − ri)|ht|+

∫ 1

0

sup
0≤r≤1

(supKr
t − inf Kr

t ) dt

and this final term may be chosen to be arbitrarily small by choice of perturbation Kr
t .

So we see that Floer’s argument gives bifurcation isomorphisms

JF(γ0, θ) −→ JF(γ1, θ)

of filtered degree arbitrarily close to |ht|. The result now follows by choosing a sequence hnt whose
Hofer norms limit to the Hofer distance d(γ0, γ1). �

3.4. Piecewise linear Jordan curves. For technical reasons, we shall find it convenient to extend
the definition of the spectral invariants associated to a smooth Jordan curve to piecewise linear Jordan
curves. We further wish to verify that the spectral invariants vary continuously in a (linearly varying)
family of piecewise linear Jordan curves. Let us begin by defining our terms.

Definition 3.8. A piecewise linear Jordan curve (or PL curve) Z ⊂ C consists of a finite set of
cyclically ordered distinct points

Z = {z1, z2, . . . , zN} ⊂ C
such that the interior of each interval zizi+1 is disjoint from every other interval. We shall often abuse
both nomenclature and notation by referring to the union of the intervals itself as a PL curve, and also
writing Z to refer to the union of the intervals.

We permit the possibility that zi lies on the interval zi−1zi+1.

Definition 3.9. Suppose that for t ∈ I ⊂ R where I is an interval, the sets

Z(t) = {z1(t), z2(t), . . . , zN (t)} ⊂ C

are PL curves. We say that Z(t) is an isotopy if each path zi(t) is piecewise smooth. We say that
Z(t) is a piecewise linear isotopy (or PL isotopy) if each zi(t) is a piecewise linear path in which the

derivative dzi(t)
dt is piecewise constant.

In order to define a spectral invariant for a PL curve, our procedure will be to approximate it by
smooth curves and take a limit of their spectral invariants. We shall be somewhat careful about the
kind of convergence considered in order to ensure that the resulting limit is independent of choices.

Definition 3.10. Suppose that z, w ∈ C are distinct points and ε > 0. We write Bε(z, w) ⊂ C for the
solid closed rectangle of width 2ε and length 2ε+ |z−w|, which is centred at (z+w)/2 and whose long
edges are parallel to the interval zw. We shall think of Bε(z, w) as foliated by the intervals of length
2ε that are parallel to the short edges of the rectangle.

Definition 3.11. Suppose that Z = {z1, . . . , zN} ⊂ C is a PL curve. We say that the smooth Jordan
curve γ is (Z, ε)-admissable if there exists some ε > 0 such that

γ ⊂
N⋃
i=1

B◦ε (zi, zi+1)
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(where the superscript ◦ indicates the interior), γ is transverse to the foliations of each Bε(zi, zi+1),
and

Bε(zi, zi+1) ∩Bε(zj , zj+1) = ∅

whenever {i, i + 1} ∩ {j, j + 1} = ∅, indices (mod n). We further say that γ is Z-admissible if γ is
(Z, ε)-admissable for some ε > 0.

We now make a speculative definition that we shall have to check is independent of choices.

Definition 3.12. If Z is a PL curve and γn ⊂ C is a Z-admissable sequence of smooth curves, each
enclosing the same area as Z, that converge to Z in the Hausdorff metric γn → Z, then we define

`i(Z, θ) = lim
n→∞

`i(γn, θ)

for i = 1, 2 and 0 < θ < π.

To check that `i(Z, θ) is well-defined, we establish the following lemma.

Lemma 3.13. Suppose that Z is a PL curve and γn and γ′n are two sequences of Z-admissable Jordan
curves converging to Z. Then

`i(γm, θ)− `i(γ′n, θ)→ 0

as m,n→∞.

By taking γn = γ′n Lemma 3.13 establishes that the limit of Definition 3.12 exists, whereas taking γn,
γ′n to be possibly different verifies that the limit is independent of the choice of converging sequence of
smooth Jordan curves.

Proof. By passing to the tails of the sequences if necessary, we choose some ε > 0 so that γn and γ′n
are (Z, ε)-admissable for all n. Fix a choice of m,n.

We apply a small Hamiltonian perturbation hm,n : C −→ R to γ′n so that the time 1 flow of γ′n under
Xhm,n is transverse to γm. Choosing hm,n small enough guarantees that the perturbation of γ′n will
remain (Z, ε)-admissable. Hence the perturbation of γ′n is graphical over γm in the sense that their
points of intersection occur in the same cyclic orders when travelling around either curve.

To get a clearer picture, we apply a symplectomorphism to C that takes γm to the unit circle S1,
and the perturbation of γ′n to a transversal section s : S1 → A of an annular Weinstein neighborhood
A of S1. That we can do this is essentially a result of Karlsson [8], who treats the case of symplectic
isotopies of a self-transverse images of the circle in C, although her analysis applies equally well to
symplectic isotopies of self-transverse connected images of a disjoint union of circles.

The section s is a Hamiltonian perturbation of the 0-section S1. Write s = df for a Morse function
f : S1 → R. Thus, s is the time 1 flow of S1 under the Hamiltonian f ◦ π : T ∗S1 → R. Suppose

that f attains its minimum value at θ0 ∈ S1. Then f(θ) − f(θ0) =
∫ θ
θ0
df . Thus, f(θ) − f(θ0) is

certainly bounded above by the positive area cobounded by S1 and s, and this is half the unsigned
area cobounded by s and S1. It follows that the Hofer norm of f ◦ π is bounded above by the half the
unsigned area between s and S1. But this is half the unsigned area between the perturbation of γ′n
and γm. Choosing the perturbations hm,n to limit to 0 as m,n→∞, this unsigned area also tends to
0 as m,n→∞ since γm, γ

′
n → Z.

But now Corollary 3.7 applies to tell us that `i(γm, θ)− `i(γ′n, θ)→ 0. �
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Hence we have assigned spectral invariants to each PL curve. Similar arguments may allow one to
assign spectral invariants to other Jordan curves satisfying some regularity hypothesis. However, it
is not clear how one might sensibly assign a spectral invariant to a Jordan curve with no regularity
hypothesis.

We now verify that the spectral invariants of PL curves vary continuously in families of PL curves
(see Definition 3.9).

Proposition 3.14. Suppose that for 0 < t < 1,

Z(t) = {z1(t), . . . , zN (t)}
is an isotopy of PL curves. Then for i = 1, 2 and 0 < θ < π we have that

`i(Z(·), θ) : (0, 1) −→ R : t 7−→ `i(Z(t), θ)

is continuous.

Proof. First note that the spectral invariants of a PL curve vary continuously with rescaling, since the
same is true for smooth curves. Therefore it is enough to prove the result under the assumption that
each Z(t) bounds the same area A for 0 < t < 1.

Suppose that a ∈ (0, 1). Then there exist δ, ε > 0 such that whenever a− δ < b < a+ δ there exist
smooth approximations γn → Z(a) and γ′n → Z(b) such that γn and γ′n are both (Z(a), ε) and (Z(b), ε)
admissable for each n, and so that γn and γ′n both bound area A for each n.

Now we repeat the idea of the proof of Proposition 3.6. By perturbing γ′n by a small Hamiltonian
hn, we make γ′n both transverse to and graphical over γn. Then |`i(γn, θ)− `i(γ′n, θ)| is bounded above
by 4d(γn, γ

′
n) by Corollary 3.7, and d(γn, γ

′
n) is bounded above by half the unsigned area between γn

and γ′n.

Taking the perturbations hn → 0 as n→∞, we see that the limit of this unsigned area as n→∞
is the unsigned area between Z(a) and Z(b). On the other hand,

|`i(γn, θ)− `i(γ′n, θ)| → |`i(Z(a), θ)− `i(Z(b), θ)| as n→∞.

Thus we see that

|`i(Z(a), θ)− `i(Z(b), θ)|
is bounded above by half the unsigned area between Z(a) and Z(b), and we are done. �

3.5. Elegant inscriptions. We consider how the action changes along a path of elegant rectangles.
We note that the action is defined even for rectangles inscribed in piecewise smooth Jordan curves,
essentially since contractible loops on piecewise smooth Lagrangians bound zero symplectic area.

Lemma 3.15. Suppose that γr for 0 ≤ r ≤ 1 is a nested family of piecewise smooth Jordan curves,
and suppose that we also have a family Qr ⊂ γr of elegant θ-rectangles. Then we have the following

0 ≤ A(Q1)−A(Q0) ≤ Area(γ1)−Area(γ0).

Proof. The situation is illustrated in Figure 3, in which is depicted a path of elegant θ-rectangles Qr
(we are imagining 0 < θ < π/2 in this case) in a nested family of Jordan curves γr.

In Figure 4 we show the calculation that we wish to make to establish the lemma. The sum on the
left is A(Q0) plus some area that lies between 0 and Area(γ1)−Area(γ0). The middle term is just the
sum of these areas, while the final term is A(Q1). The non-obvious equality is the second one; we shall
give a topological argument.
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Figure 3. We show an interval’s worth of nested Jordan curves γr for 0 ≤ r ≤ 1,
together with a path of elegant rectangles Qr inscribed in γr.

+ = =

Figure 4. We consider the actions A(Q0) and A(Q1) of rectangles from Figure 3,
and give a formula which shows that 0 ≤ A(Q1)−A(Q0) ≤ Area(γ1)−Area(γ0). The
left-most term is the action A(γ0), the second term is an area lying between 0 and
Area(γ1)−Area(γ0), the third term the result of adding the two areas on the left, and
the third term is the action Area(γ1).

In Figure 5 we have drawn a piecewise-smooth Jordan curve γ made up of two arcs of γ0, two arcs
of γ1, and the four loci traced out by the (vertices of) the rectangles Qr ⊂ γr. Note that the nesting
of the curves γr ensures that γ does not self-intersect.

There is a path of intersection points between γ × γ and Rθ(γ × γ) corresponding to the path of
inscribed rectangles Qr ⊂ γ. Hence each of these rectangles, when considered as an inscribed rectangle
of γ, has the same action, and one sees from the figure that this is the action of Q0 considered as an
inscribed rectangle of γ0. On the other hand, the action of Q1 considered as an inscribed rectangle
of γ1 differs from the action of Q1 considered as an inscribed rectangle of γ (and so differs from the
action of Q0 considered as an inscribed rectangle of γ0) exactly by the addition of the second term of
Figure 4. Thus we have verified that the sum on the left of Figure 4 agrees with the right hand side,
and so we are done. �

4. Lipschitz graphs and the proof of Theorem A.

Suppose that 0 < θ ≤ π/2 and

f, g : [a, b] −→ R
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Figure 5. We give a path of rectangles Qr in a piecewise-smooth Jordan curve γ.
The action is constant along the path.

θ

Figure 6. We show a θ-rectangle in which three of the vertices lie on the graph Γ(f)
of a Lipschitz function f . The maximum of the absolute values of the slopes of the
left-hand short edge and the diagonal lying on Γ(f) is bounded below by tan(π+θ

4 ).

are Lipschitz continuous of Lipschitz constant less than tan(π+θ
4 ), with f(a) = g(a), f(b) = g(b), and

f(p) > g(p) for all a < p < b. We shall write γ(f, g) ⊂ R2 for the Jordan curve formed as the union of
the graphs of f and g,

γ(f, g) = Γ(f) ∪ Γ(g).

Lemma 4.1. If Q ⊂ γ(f, g) is an inscribed θ-rectangle, then Q is elegant.

Proof. Write the vertices of Q as vi = (xi, yi) for i = 1, 2, 3, 4 and where x1 ≤ x2 ≤ x3 ≤ x4. First note
that if any of the inequalities are equality, then Q is necessarily elegant, so let us assume in fact that

x1 < x2 < x3 < x4,

so that the diagonals of the rectangle are {v1, v4} and {v2, v3}.
First, we argue that no three consecutive vertices are contained in the same graph Γ(f) or Γ(g).

Suppose for a contradiction that this is not the case, and without loss of generality that v1, v2, v3 ∈ Γ(f).
The absolute values of the slopes of the lines v1v2 and v2v3 take the form tan(α) and tan(π/2−α+θ/2)
for some angle 0 < α < π/2 (see Figure 6). The maximum of these two values is minimized when the
arguments agree. Thus, at least one of the slopes is at least tan(π+θ

4 ) in absolute value, contradicting
the Lipschitz condition on f .

Second, we argue that v2, v3 cannot be contained in the same graph Γ(f) or Γ(g). Suppose for
a contradiction that they are. Without loss of generality, suppose v2, v3 ∈ Γ(f). By the previous
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paragraph, we then have v1, v4 ∈ Γ(g). Assume without loss of generality that y1 < y2 (equivalently
y4 > y3). Then, the maximum among the absolute values of the slopes of the lines v2v3, v3v4 must be
at least tan(π+θ

4 ), again contradicting the Lipschitz condition on f since f(x4) > y4.

It follows that v2 and v3 belong on different graphs. Without loss of generality, v2 ∈ Γ(f) and
v3 ∈ Γ(g). Walking clockwise around γ(f, g) one passes through v1, then v2, then v4, then v3. Hence
Q is gracefully inscribed in γ(f, g); but a graceful inscription in γ(f, g) is necessarily elegant, and this
concludes the proof.

�

With this in hand, and following our work in the previous section, we are ready to establish Propo-
sition 1.3.

Proof of Proposition 1.3. Suppose that Z(t) ⊂ C for 0 ≤ t ≤ 1 is a PL isotopy of PL Jordan curves
Z(t) = {z1(t), . . . , zn(t)} such that if 0 ≤ s < t ≤ 1 then Z(s) is contained inside the bounded
complementary region to Z(t), and further suppose that for each 0 ≤ t ≤ 1, all θ-rectangles inscribed
in Z(t) are elegant.

Firstly we note that since Z(t) is piecewise linear, there are finitely many components of

Z(t)× Z(t) ∩Rθ(Z(t)× Z(t)).

The diagonal ∆Z(t) is a 1-dimensional component, although there may be other 1-dimensional compo-
nents as well (such as the case in which Z(t) is a rectangle). Furthermore, since Z(t) is a PL isotopy
of PL curves, there are finitely many times

0 = t1 < t2 < · · · < tM = 1

such that the map
Z(t)× Z(t) ∩Rθ(Z(t)× Z(t)) 7−→ t

is a product fibration over (tj , tj+1) for 1 ≤ j ≤M − 1.4

Let us write A(Z(t), θ) ⊂ R for the set of the actions of all θ-rectangles inscribed in Z(t). Observe
that A is constant on each component of Z(t)×Z(t)∩Rθ(Z(t)×Z(t)), even those of positive dimension.
Then we see that, for 1 ≤ j ≤M − 1,

A :=
⋃

tj<t<tj+1

{{t} × A(Z(t), θ)} ⊂ (tj , tj+1)× R

is the union of the graphs of finitely many functions, say of

ak : (tj , tj+1) −→ R
for 1 ≤ k ≤ Pj . Furthermore we have by Proposition 3.15

0 ≤ ak(t)− ak(s) ≤ Area(Z(t))−Area(Z(s))

for all tj < s < t < tj+1 and 1 ≤ k ≤ Pj .
Now by spectrality and continuity (Proposition 3.14), the graph of

`i(Z(·), θ) : (tj , tj+1) −→ R : t 7−→ `i(Z(t), θ)

is a subset of A. Therefore we have

0 ≤ `i(Z(t), θ)− `i(Z(s), θ) ≤ Area(Z(t))−Area(Z(s))

4It is for this reason that have taken the trouble to verify the good behavior of the spectral invariants for isotopies of
PL graphs.
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for all tj < s < t < tj+1. So by continuity of `i(Z(·), θ) we have

0 ≤ `i(Z(tj+1), θ)− `i(Z(tj), θ) ≤ Area(Z(tj+1))−Area(Z(tj))

for 1 ≤ j ≤M − 1. Summing from j = 1 to j = M − 1 gives

0 ≤ `i(Z(1), θ)− `i(Z(0), θ) ≤ Area(Z(1))−Area(Z(0))

as required. �

We now build up an implication chain to establish Theorem A. Let us suppose then that f, g : [0, 1] −→
R satisfy the conditions at the start of this section.

Proposition 4.2. There exists a δ > 0 and a sequence of PL curves Cn of uniformly bounded length,
such that Cn → γ(f, g) and

δ < `i(Cn, θ) < Area(Cn)− δ.

Assuming this proposition we have

Proof of Theorem A. The ‘no shrinkout’ Lemma 5.1 of [6] (whose proof extends without alteration to
the PL case) established the existence of a sequence of θ-rectangles Qn ⊂ Cn, each of diagonal length
bounded below away from 0. Compactness gives a subsequence that converges to a (non-degenerate)
inscribed rectangle of γ(f, g). �

Therefore it remains to establish Proposition 4.2.

Lemma 4.3. For each n ≥ 1 and 0 ≤ t ≤ 1, there exists a PL isotopy of PL curves γ(Fn(t), Gn(t))
such that

• γ(Fn(0), Gn(0)) = S where S is a square Jordan curve,
• γ(Fn(t), Gn(t)) is contained in the bounded complementary region to γ(Fn(s), Gn(s)) for all

0 ≤ t < s ≤ 1,
• Fn(t), Gn(t) : [an(t), bn(t)] −→ R are PL functions of Lipschitz constant less than tan(π+θ

4 ),
• γ(Fn(1), Gn(1))→ γ(f, g) as n→∞.

Assuming Lemma 4.3, we have

Proof of Proposition 4.2. The curves Cn of Proposition 4.2 will be the curves γ(Fn(1), Gn(1)) of Lemma
4.3. First note that these curves are certainly of uniformly bounded length by the Lipschitz property.

Next note that by Lemma 4.1, we know that the families γ(Fn(t), Gn(t)) only inscribe elegant
rectangles. So by Proposition 1.3 we have that

`i(S, θ) = `i(γ(Fn(0), Gn(0)), θ) ≤ `i(γ(Fn(1), Gn(1)), θ) = `i(Cn, θ) ≤ Area(Cn)− `i(S, θ).

It remains to observe that every θ-rectangle inscribed in a square Jordan curve has positive action,
so that we may set δ = `i(S, θ). �

The only result left to establish is Lemma 4.3.

Proof of Lemma 4.3. We shall let S be a small square, centred at
(

1/2, f(1/2)+g(1/2)
2

)
, so that S is

entirely contained in the interior of the region bounded by γ(f, g), and so that the diagonals of S are
vertical and horizontal.
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PnL

PnR

S

v0

v1

vn

Figure 7. We illustrate PnL ∪ S ∪ PnR . The central square is S and the two tendrils
running off to either side are the paths PnL and PnR . This union can be thought of
as something like a core of the Jordan curve γ(f, g). We have labelled some of the
vertices on the left hand path PnL .

Then we have that the left vertex and the right vertex of S have coordinates

(r, sLf(r) + (1− sL)g(r)) and (1− r, sRf(1− r) + (1− sR)g(1− r))
for some 0 < r < 1/2, 0 < sL, sR < 1.

We shall now describe the construction of the PL isotopy γ(Fn(t), Gn(t)).

First let us consider the union of S with two piecewise linear paths PnL and PnR .

The path PnL has n + 1 vertices v0, v1, . . . , vn with edges connecting vi−1 to vi for each 1 ≤ i ≤ n,
and

vi = (r/i, sLf(r/i) + (1− sL)g(r/i)) .

So each vertex of PnL lies between the graphs of f and g (although its edges may not). Thinking of PnL
itself as the graph of a function on [0, r], this function satisfies the same Lipschitz constraints as f and
g.

The path PnR is defined similarly, and runs between the right hand vertex of S and the rightmost
point of γ(f, g). See Figure 7.

To avoid overcomplicating the picture, we shall give a description in which for s < t, γ(Fn(s), GN (s))
is contained in the closed bounded region bounded by γ(Fn(t), Gn(t)), although the reader will readily
verify that the small adjustments to the linear isotopy allow one to achieve containment in the interior.

For 0 ≤ t ≤ 1/2, we shall define the PL isotopy γ(Fn(t), Gn(t)) to begin at t = 0 with S, and to
end at t = 1/2 with a PL curve that is the boundary of a small neighbourhood of PnL ∪ S ∪ PnR . This
isotopy will happen in n stages – each stage involving pushing the curve out along the next edge of PnL
and of PnR .

We illustrate a stage of the process in Figure 8. The reader will note that in choosing the guide lines
(described in the caption to that figure) very close to the edge along which they run, we can ensure
that at each stage Fn(t) and Gn(t) remain curves of the required Lipschitz constant.

We have landed at the curve γ(Fn(1/2), Gn(1/2)) = Γ(Fn(1/2)) ∪ Γ(Gn(1/2)) in which the graphs
Γ(Fn(1/2)) and Γ(Gn(1/2)) are each naturally piecewise linear paths of 2n+ 3 vertices, some of which
may subtend angle π. Both to Γ(Fn(1/2)) and to Γ(Gn(1/2)) we add 2n more vertices subtending
angle π, n each equally spaced along each edge of the square S.

Suppose that the ith vertex of Γ(Fn(1/2)) has coordinates (xi, Fn(1/2)(xi)). For 1/2 ≤ t ≤ 1 we
define

Fn(t) : [0, 1]→ R
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Figure 8. We illustrate a stage in pushing out the square along the PL path PnL .
The figure is to be read from left to right and from top to bottom. The first image
shows the result of the previous stage. The PL curve undergoing the PL isotopy is
drawn in a solid line, and two edges of the path PnL are drawn in dotted lines. The
second image differs from the first image only by the addition of extra guide lines, also
dotted, which are parallel to the edge of PnL which we are next to run over (one may
take these guide lines to be equidistant from the parallel edge – we have chosen not to
do so in this picture). In the third image an internal vertex (in other words subtending
angle π) of the PL curve has moved vertically downwards to meet the lower guideline
in the same x coordinate as the curve meets the upper guide line. Where the curve
meets the upper guide line there is another internal vertex. In the fourth image the
leftmost vertex has travelled linearly down the next edge of PnL to the next vertex of
PnL .

to be a PL function with vertices at

(xi, 2(t− 1/2)f(xi) + 2(1− t)Fn(1/2)(xi)) ;

in other words, with vertices that move linearly upwards with t until they hit the graph Γ(f) at time
t = 1. Similarly we let the vertices of Γ(Gn(1/2)) move linearly downwards until they hit the graph
Γ(g).

This completes the construction of the PL isotopy γ(Fn(t), Gn(t)) for 0 ≤ t ≤ 1.

Finally, we observe that Fn(1) → f and Gn(1) → g as n → ∞ since the PL approximations are
made with arbitrarily fine meshes. �
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